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Problem
min
!∈#!

𝐹(𝑥)

• 𝐹 is differentiable.

•  There exists 𝑓: 𝑅$ → 𝑅 a random function computed on minibatch sampled from 
underlying data distribution such that 𝐸 𝑓 𝑥 = 𝐹(𝑥) for all 𝑥.

• First order optimization methods are the workhorse in modern deep learning. 



Overview of Adaptive moment optimizers



Motivation for a unified optimizer

(Schmidt et al., 2020)

Different optimizers perform better in 
different tasks, Adam remains the most 
popular esp. for LLMs. 



A Unified Framework for Adaptive Optimizers



Parameterized Optimizers

Existing Optimizers Parameterized OptimizerParameterization

Informally, a parameterized optimizer can be described as the convex hull of a set of optimizers, when 
mapped to a Euclidean space under a certain parameterization.

We introduce interpolation coefficients that is restricted between 0 and 1. 

Adam AMSGrad

YOGIAdan



Parameterized Optimizers
First order moment: Second order moment:

Particular optimizers can be obtained through setting coefficients:

• ADAM: 𝛽! = 0, 𝑐 = 1, 𝜌 = 1
• Adan: 𝑐 = 1, 𝜌 = 1
• AMSGrad: 𝛽! = 0, 𝑐 = 1, 𝜌 = 0
• YOGI: 𝛽! = 0, 𝑐 = 0, 𝜌 = 1



Meta-Adaptive Optimizers

𝒪"  denotes the parameterized optimizer with 
parameter set 𝑞, 𝒟 denotes the domain of the 
parameters.

How to learn parameters of parameterized optimizers?



Hyper-gradient descent
• To compute the hyper-gradient of the loss with respect to a particular optimizer coefficient, we treat the updated 

model weights as a function of the coefficient (Baydin, 2018). For example consider 𝜌, 

Already computed Manually compute? Manually compute?



Hyper-gradient descent

Manual computation is tedious and not scalable, 
(Chandra, 2022) embed hyper-gradient 
computation into Auto Grad. 



AVGrad
• AMSGrad was proposed by (Reddi,  2018) to prevent increasing effective learning rate 

in ADAM, which results in non-vanishing terms in the convergence bounds for ADAM. 

• However, it performs worse than ADAM, in general, in practice.



AVGrad
• AMSGrad within MADA decreases the performance. We conjecture the performance 

drop due to AMSGrad might be because of maximum operator that may block the 
flow of hyper-gradients. 

• We replaced the maximum operator with averaging, observed better performance 
and remedies the issues addressed by AMSGrad.

replaced max operator 



AVGrad and an Interpolated Optimizer

The interpolated optimizer solves the non-increasing learning rate issue as long as the condition holds. 



Convergence of the Interpolated Optimizer



Experiments
• GPT-2 (124M, 355M) training on OpenWebText; validation on OpenWebText, Lambada, Wikitext next 

token prediction.

• Tiny GPT-2 (10M) training on Shakespeare dataset for next character prediction,
• Overall parameterization:

ADAM, Adan, AVGrad, YOGI, LION

Parameterization



Experiments

HyperAdam is the 
case when only 
𝛽#, 𝛽$ are learned



Experiments
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Future work
• Find a generic framework for proving convergence of meta-optimizers.

• Add more optimizers into MADA, e.g. LAMB or second order optimizers.

• Extend the formulation to discover new optimizers.
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Computational Burden
• If we have T tokens, N model parameters; forward-backward pass requires 6TN 

FLOPs, update of optimizer parameters require cN FLOPs, where c is between 10-20.

• Computation of hyper-gradients is also O(N), hence overall burden is O(N) and does 
not depend on T.

• Memory burden is heavier.


