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Caching frequently accessed items on the mobile client is an
important technique to enhance data availability and to improve
data access time. Cache replacement policies are used to find a
suitable subset of items for eviction from the cache due to limited
cache size. The existing policies rely on Euclidean space and
consider Euclidean distance as an important parameter for
eviction. However, in practice the position and movement of
objects are constrained to spatial networks where the important
distance measure is the network distance. In this paper we
propose a cache replacement policy, which considers the network
density, network distance and probability of access as important
factors for eviction. We make use of an already proven technique
called Progressive incremental network expansion to compute the
network distance more efficiently. A series of simulation
experiments have been conducted to evaluate the performance of
the policy. Results indicate that the proposed cache replacement
scheme performs significantly better than the existing policies
FAR and PAID and WPRRP.

Categories and Subject Descriptors
H.3 [ Information Storage And Retrieval ]: Information Search
and Retrieval - Selection process

General Terms
Management, Performance, Experimentation.

Keywords
Cache replacement, location dependent information services,
mobile computing.

1. INTRODUCTION

Seamless mobility and ability to gather information about the
users’ immediate surrounding, has contributed to the growing
popularity of a new kind of information services, called Location
based services (LBS) [5, 6, 10]. By including location as a part of
user’s context information, many value-added applications
targeted specifically at mobile users especially in geographic,
traffic, logistics, tourist, emergency and disaster management
systems can be provided.
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health needs, and even provide them with driving directions and
real-time traffic information.

LBS wusers face challenges that are inherent to mobile
environments like limited bandwidth, client power and
intermittent connectivity [3, 4, 15]. Data caching at mobile clients
is an effective antidote for the above cited limitations [1, 4]. It is a
data replication mechanism in which copies of data are brought to
a mobile unit as a response to a query and retained at the cache for
possible use by subsequent queries thereby improving data
accessibility and minimizing access costs. Limited memory of
mobile devices poses a restriction on the cache size, making it
impossible to retain all the accessed data items in the cache. A
cache replacement policy thus becomes inevitable in order to
utilize the available cache effectively.

The existing Cache replacement policies such as LRU, LFU and
LRU-k [2, 12] take into account the temporal characteristics of
data access. FAR [13] takes into account the spatial properties and
removes the data item that is farthest from the client’s location.
PAID [16] (Probability Area Inverse Distance) considers both
spatial and temporal properties of data objects. The cost function
for replacement considers the area of valid scope, data distance
from current client location to the valid scope and the probability
of data access. The Weighted Predicted Region based Cache
Replacement Policy (WPRRP) considers data size and the
weighted data distance of an item along with the probability of
data access.

These policies rely on Euclidean spaces, where the distance
between two objects is determined by their relative position in
space. However, in practice, clients move on pre-defined paths
(e.g., roads) that are specified by an underlying network. This
means that the shortest network distance between a query object
and a point of interest(POI) (e.g., a mobile client and a hospital)
depends on the connectivity of the network rather than the
objects’ coordinates. [8] In such cases conventional policies
which use Euclidean distance as a parameter for eviction could
give only rough estimates. This paper proposes spatial network
based cache replacement policy (PINE-CRP) which takes into
consideration the density of the valid scope, the network distance
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between the client and a point of interest based on PINE and the
access probability. Cache hit ratio, which is defined as the ratio of
number of queries answered by the client cache to the total
number of queries generated by the client is employed as the
primary performance metric. A high cache hit ratio indicates high
local data availability which reduces data access cost.

2. PROBLEM FORMULATION

Location dependent data refers to data whose value is dependent
on some reference location, which in most cases is the location of
the mobile user who generates the query. A data item, in the
context of this study, refers to one type of location dependent data
(e.g. hospitals) and usually has different instances. Each data
instance is valid only in some specific region which is termed as
valid scope in [16]. It represents a bounded area within which a
data instance is valid.

The valid scopes are generated using the Voronoi diagram in the
plane. The Voronoi diagram divides the plane into areas which
are closest to each point of interest (hospital). In this problem, the
distance is approximated by the direct distance in the Euclidean
plane. However, the Voronoi diagram in the plane is inadequate
for solving the location problem. Consider the problem to locate
the nearest hospital in a city when an accident occurs. In this case
the travel time from the current location to the nearest hospital is
very crucial Here the nearest neighbours should be located based
on the underlying spatial network. The distances should be
measured on the road network in such sensitive problems. The
road network matches actual situations more than the Euclidean
plane.

3. ASSUMPTIONS AND TERMINOLOGIES
3.1 Valid Scope

Spatial networks (e.g., road networks) can be modeled as
weighted graphs where the nodes of the graph represent road
intersections or points of interest and the edges connecting the
nodes represent the roads. The weights can be the distances
between nodes or they can be the time it takes to travel between
the nodes. For simplicity we assume the graph to be undirected.
We define valid scope as the network region in which a data item
value is valid. When spatial networks are modeled as graphs, the
valid scope can be represented as a sub graph. The valid scopes
are generated using network voronoi diagrams.

In general, a Voronoi diagram of a set of points is a collection
of regions that divide up the plane. Each region corresponds to
one of the generator point (point of interest), and all the points in
one region are closer to the corresponding generator point than to
any other generator point [16].

"A Network Voronoi diagram is defined for graphs and is a
specialization of Voronoi diagrams where the location of objects
is restricted to the links that connect the nodes of the graph and
the distance between objects is defined as their shortest path in the
network rather than their Euclidean distance.”[7] The Network
Voronoi diagram considers distances only in networks, not in the
plane. It divides the network, not the space, into Voronoi cells. A
Voronoi cell in a network is the set of nodes and edges that are
closer to one Voronoi generator (Point of Interest) than to any
other [11].

3.2 Network Distance

Network distance from the current location of the mobile client to
a point of interest refers to the least cost distance (shortest path)
from the client to the point of interest. When the mobile client
requests for a location dependent service, we assume that he
would choose the shortest/least cost path from his current position
to the point of interest (e.g. restaurant). The points of interests
which are far away from the user either in his direction of motion
or in inverse direction will have a lower chance of become usable
in near future. This implies that points of interest with higher
network distance would be more probable for eviction. This is
highly suitable for health care services because the user would
prefer to get to the closest hospital irrespective his current
direction of motion.

3.3 Network Density

In road networks, the client has a higher chance of remaining in a
region with densely connected roads and larger area for a longer
time than a region with smaller area and sparsely connected roads.
We argue that the density of a valid scope has an impact on the
access probabilities for different data values and it should take
into consideration the distances between roads and also their
degree of connectivity.

The weighted network density (Wy) is computed for every valid
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Where w; represents the weight of each edge in the graph and n is
the number of vertices in the graph.

2

Figure 1. Valid Scope 1. Figure 2. Valid Scope 2.

Figures 1 represent s a street network where the weighted
density is 2.

A typical highway is represented with two nodes and a
single edge where n (n-1)/2 takes the value 1. So WD
becomes equal to the distance between two nodes. WD is 2
for Fig 2. This implies that the user would stay in a region



with high WD for a longer time and therefore the higher the
probability that the user requests this data.

3.4 Progressive Incremental Network

Expansion (PINE)

PINE [14] is a technique based on Dijkstra’s algorithm used to
locate k-nearest neighbors of a query point using network
Voronoi diagram and network expansion algorithm. It performs
network expansion starting from the query point q and examines
the interest points in the order they are encountered. This
approach is also based on the properties of the network Voronoi
diagrams and precomputation of the network distances for a very
small percentage of the nodes in the network. PINE reduces the
problem of distance computation in a very large network, into the
problem of distance computation in a number of much smaller
networks plus some online “local” network expansion. The main
idea behind this approach is to first partition a large network in to
smaller/more manageable regions (using network Voronoi
diagram). Next, the inter distances for each cell are pre-computed.
This will reduce the pre-computation time and space by localizing
the computation to cells and handful of neighbor-cell node-pairs.
This expansion method utilizes the inter-cell pre-computed
distances to find the actual network distance from the query point
to the objects in the surrounding area, hence saves on computation
time. PINE has to thus access only the border-to-border (inter-
cell) and border-to-POI (intracellular) distances which are stored
with the polygons. Only the query-to-border distance is computed
online.

4. PROPOSED CACHE REPLACEMENT
POLICY

A cache replacement policy should choose an item with low
access probability, less network density and longer network
distance for eviction. The replacement of data items from the
cache is done based on a cost function. The cost function in the
policy (PINE-CRP) of a data value j of item i is defined by:

_PxW,(V,))
YN

Where W, is the weighted network density of the valid scope V,
Ny is the network distance between the client’s current position to
the POI (Point Of Interest) considered and Pi is the access
probability. This policy will evict the data with least cost during
each replacement. The policy would choose the data with less
access probability, less network density and greater network
distance for eviction.

S. IMPLEMENTATION ISSUES

5.1 Calculation of access probability

Calculation of access probability employs the exponential aging
method as in [16]. Two parameters are maintained for each data
item i, a running probability (P;) and the time of the last access to
the item (¢, ;). P; is initialized to 0. When a new query is issued
for data item i, P; is updated using the following formula:

R=————+(-F

(tcurrent last,i

Where ?.,,,,..; s the current system time and a is a constant factor
to weight the importance of the most recent access in the
probability estimate.

5.2 Computing Network Distance using PINE

Computing network distance using Dijkstra’s algorithm is
expensive both in terms of space as well as time. The new idea is
to compute N, using PINE. PINE algorithm computes the
corresponding network distance for each nearest-neighbor that it
generates. The N, for each POI from the query point Q, can be
broken down into three segments and summed up as:

Ny =d(0, G,) + [d(G, b)) +d(b, by) + ... +d(b,;, b,) +
d(b,, POI)]

where, G, is the generator point of the network voronoi of Q, b,,
b,, ..., b, are the border points of the network voronoi explored
by PINE. The bracketed terms represent the intercell border-
border distances (assuming n border points here) and border-
generator distance which are all pre-computed. These can be
readily used by PINE, the only distance to be calculated on the fly
is d(Q,, G,) which is the distance from the query point to its
voronoi generator. At this juncture, we make use of the euclidean
distance between O, and G,, deyciidean (Qp» G). This assumption of
ours that the euclidean distance between Qp and G, is comparable
to their network distance holds good since we do the
approximation only within the current network voronoi which is
considerably small in area. Employing Dijkstra’s algorithm to
calculate d(Q,, G,) would mean additional space and time
overheads.

The new process is both computationally and spatially less
expensive as the pre-computation is performed only for the
border points of each network voronoi separately and in real
world scenarios the ratio of total number of border points to the
total number of nodes in the network is small and thus the pre-
computation is performed for each network voronoi separately
and not across all network voronoi. This process is shown in
figure 3.
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Figure 3. Calculation of the network distance between query
point and Point of Interest

6. SIMULATION MODEL

The System execution model, client execution model and server
execution model is similar to the one adopted by [16]. Our
Simulator is implemented in C++. Scope distributions of the data
items are generated based Network Voronoi Diagrams and
contains 200 generator points randomly distributed in a street map
of Kuwait. The mobile client with fixed cache size is modeled
with two independent processes: query process and move process
and its access pattern over different items follow a Zipf
distribution [2]. The server is modeled by a single process that
services the requests from clients on FCFS service principle. The
bandwidth of the uplink channel is assumed to be 19.2 kbps and
that of downlink channel is 144kbps.

7. PERFORMANCE EVALUATION

In this section, the proposed cache replacement policy is
evaluated against FAR, PAID and WPRRP using the simulation
model described in the previous section. Cache hit ratio is
employed as the primary performance metric.

We have conducted experiments by varying the query interval,
moving interval and cache size. Query interval is the time interval
between two consecutive client queries. In this set of experiments,
we vary the mean query interval from 20 seconds to 200 seconds.

As illustrated in Fig. 4, when the query interval is increased, the
performance of all the schemes degrades. We assume that the user
is moving at a uniform speed, and if the query interval is longer
the probability of reissuing a query in the same valid scope is less.
The new policy shows a better hit ratio than other policies when
the query interval is small. By dividing the network into network
voronoi cells and applying PINE we could accurately generate
and retain the nearest neighbors in cache.

We analyze the performance of the replacement policies when the
moving interval is varied. The longer the moving interval, the less
frequently the client changes velocity and, hence, the less random
the client’s movement. When the moving interval takes a small
value, the user might be cruising and his movement is rather
random.

Our policy performs better than other policies for small moving
intervals where the user moves more randomly in a dense
network. PINE ensures that the points of interests in the vicinity
of the user are not evicted irrespective of the direction of motion.

When the moving interval takes a large value, the movement of
the client behaves more like a pre-defined trip on highway.
Network density ensures that the points of interest on highways
are retained there by showing an increase in hit ratio when
compared to FAR, PAID and WPRRP.

Effect of cache size on performance of replacement policies is
shown in Fig.6. The performance of all policies shows substantial
improvement with increased cache size. The results of Fig 6
could be used to decide the optimal cache size in the client.

Figure 4. Cache Hit Ratio Vs Query Interval



Figure S. Cache Hit Ratio Vs Moving Interval

Figure 6. Cache Hit Ratio Vs Cache Size

8. CONCLUSION

In this paper, we have proposed a new cache replacement policy
that considers the density of the valid scope and network distance
irrespective of the direction of motion. We have applied PINE to
compute the network distance more efficiently. Simulation results
show that the new policy shows a substantial improvement in
performance than the existing policies FAR, PAID and WPRRP.
Consideration of an already proven algorithm like PINE improves
the performance significantly. In our future work, we would like
to incorporate a pre-fetch or hoarding mechanism into the
proposed policy.
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