
Scaling Multinomial Logistic Regression via Hybrid Parallelism
Parameswaran Raman

University of California, Santa Cruz
params@ucsc.edu

Sriram Srinivasan
University of California, Santa Cruz

ssriniv9@ucsc.edu

Shin Matsushima
University of Tokyo, Japan

shin_matsushima@mist.i.u-tokyo.ac.jp

Xinhua Zhang
University of Illinios, Chicago

zhangx@uic.edu

Hyokun Yun
Amazon

yunhyoku@amazon.com

S.V.N. Vishwanathan
Amazon

vishy@amazon.com

ABSTRACT
We study the problem of scaling Multinomial Logistic Regression
(MLR) to datasets with very large number of data points in the
presence of large number of classes. At a scale where neither data
nor the parameters are able to fit on a single machine, we argue
that simultaneous data and model parallelism (Hybrid Parallelism) is
inevitable. The key challenge in achieving such a form of parallelism
in MLR is the log-partition function which needs to be computed
across all K classes per data point, thus making model parallelism
non-trivial.

To overcome this problem, we propose a reformulation of the
original objective that exploits double-separability, an attractive
property that naturally leads to hybrid parallelism. Our algorithm
(DS-MLR) is asynchronous and completely de-centralized, requiring
minimal communication across workers while keeping both data
and parameter workloads partitioned. Unlike standard data parallel
approaches, DS-MLR avoids bulk-synchronization by maintaining
local normalization terms on each worker and accumulating them
incrementally using a token-ring topology.

We demonstrate the versatility of DS-MLR under various sce-
narios in data and model parallelism, through an empirical study
consisting of real-world datasets. In particular, to demonstrate scal-
ing via hybrid parallelism, we created a new benchmark dataset
(Reddit-Full) by pre-processing 1.7 billion reddit user comments
spanning the period 2007-2015. We used DS-MLR to solve an ex-
treme multi-class classification1 problem of classifying 211 million
data points into their corresponding subreddits. Reddit-Full is a
massive data set with data occupying 228 GB and 44 billion param-
eters occupying 358 GB. To the best of our knowledge, no other
existing methods can handle MLR in this setting.

KEYWORDS
Multinomial Logistic Regression; Stochastic Optimization; Large
Scale Machine Learning

1Extreme classification is defined as multi-class / multi-label classification in the
presence of very large number of examples and classes / labels.
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1 INTRODUCTION
In this paper, we focus on multinomial logistic regression (MLR),
also known as softmax regression which computes the probability
of a D-dimensional data point xi ∈ {x1, x2, . . . , xN } belonging to a
class k ∈ {1, 2, . . . ,K }. The model is parameterized by a parameter
matrixW ∈ RD×K . MLR is amethod of choice for several real-world
tasks such as Image Classification [20] and Video Recommendation
[8]. It also manifests as the final output layer in Feed-Forward
Deep Neural Networks [10]. Therefore, it has received significant
research attention [11], [26]. We concern ourselves with running
MLR in the presence of large number of data points N and large
number of classes K - a setting which often requires distributing
computation over P machines (viz. workers).

1.1 Motivation for Hybrid Parallelism
Traditional methods to perform distributed MLR typically fall into
two categories: (a) data parallelmethods such as L-BFGS [17] which
partition the data workload across P workers, however, duplicate
the model workload across all workers, and (b)model parallelmeth-
ods such as LC [11], which partition the model workload across P
workers, but need to duplicate the data across all of them. This is
illustrated in Table 1.

Storage per worker Communication

Data Parameters

L-BFGS O ( ND
P ) O (KD) O (KD)

LC O (ND) O (KDP ) +O (N ) O (N )

DS-MLR O ( ND
P ) O (KDP ) +O ( NP ) O (KDP )

Table 1: Memory requirements of various algorithms in
MLR (N data points, D features, K classes, P workers).

The growing acclaim of machine learning is witnessing a surge of
novel prediction tasks in diverse domains such as natural language,
speech, image and video. These tasks not only involve humongous
amounts of data, but also are powered by sophisticated models, thus
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(b) DS-MLR being a hybrid-parallel method can be run on all datasets with large model storage
requirements.

Figure 1: Training sophisticatedmodels on large real-world datasets (e.g. Reddit-Full dataset in Figure 1a) can easily cause both
the data and parameter sizes (shown as blue and red bars) to well exceed thememory capacity of a commodity cluster machine
(shown in dotted black lines). In Figure 1b, we show how this challenge can bemet by designing a hybrid-parallel method such
as DS-MLR which partitions both data and parameters simultaneously. This enables us to handle data and model workloads
of all sizes - in such situations, popular baselines such as L-BFGS [17] (data parallel only) and LC [11] (model parallel only)
struggle to run.

demanding larger storage footprints for the model itself. Such mem-
ory requirements typically exceed the capacity of a single machine
in a commodity cluster easily. Figure 1a illustrates this fundamental
challenge in large-scale machine learning. As seen in the figure,
real-world datasets exhibit varying storage requirements for the
data and model. While the smaller ones are within the capacity of
a single machine, larger datasets such as ODP and Reddit are im-
possible to run on a commodity cluster with just traditional model
parallelism approaches. This is because ODP has a massive require-
ment of 355 GB for the model itself, while Reddit-Full dataset is
even bigger, requiring 228 GB for the data and 358 GB for its model.

One versatilemethod (DS-MLR):We propose a universalmethod
which acts as a swiss army knife to get the best of both worlds.
As a consequence of partitioning both data and model workloads
simultaneously (Hybrid Parallelism) across P processors, DS-MLR is
able to handle data and model parameters of varying sizes, without
incurring any storage costs due to duplication. In Figure 1b, we
show results of running DS-MLR on three representative datasets
which have large model storage requirements: (i) Despite being a
modestly-sized dataset, LSHTC-large requires 34 GB for its model
parameters. As a result, only model-parallel methods such as LC
can be run on it. When compared against DS-MLR, we observed
that DS-MLR is able to achieve a much faster convergence than LC
as seen in the plot (ii) ODP is a much larger dataset requiring 355
GB for the model parameters. Even though LC could theoretically
be run on it, we observed that it took an enormous amount of time
to complete even a single iteration. We believe this is because LC is
a second-order method and therefore its per iteration cost is signifi-
cantly higher than a stochastic method such as DS-MLR (iii) Finally,
Reddit-Full is a new benchmark dataset pushing the limits of data
and model storage. Running MLR on this dataset requires 228 GB
of data and 358 GB of model storage. This is a prototypical use-case
where a hybrid-parallel method shines over its vanilla data/model
parallel counterparts. To the best of our knowledge no other existing

methods are able to handle such large workloads. Figure 1b shows
that DS-MLR is able to handle this scale. However, since each iter-
ation on this massive dataset takes 5 hours (this is excluding the
time spent in data loading and initializing the optimizer), we could
not keep our experiment running beyond 10 days due to job time
limitations on our HPC cluster.

Cost Analysis of using commodity hardware: Massive real-
world datasets demand high memory, e.g. Reddit-Full consumes
600 GB of total memory (228 GB data, 358 GB model parameters).
When using hybrid parallelism, one can get away with using cheap
commodity hardware. Since the load for RedditFull dataset demands
50,000 compute hours per iteration, using 20 c5.4xlarge EC2 in-
stances (32 GB RAM, 16 CPUs, $0.68 / hr per machine) each run-
ning 16 threads, one iteration requires 156 hours with a cost of
$2,121 per iteration. On the other hand, if we use data parallelism
only (or model parallelism only), high-memory instances such as
x1.16xlarge (900 GB RAM, 64 CPUs, $6.67 per hr per machine) are
inevitable. A rough calculation shows that to achieve the same per
iteration time, one would have to spend $111,335. This is mainly be-
cause, either data or parameters would need to be replicated across
each processor, thus making it impossible to use all 64 cores. Even
if we make use of a clever data or parameter sharing mechanism to
avoid replication, the resulting cost comes down to $5,000 roughly,
which is still twice the earlier case.

1.2 Our main contributions
Hybrid Parallel reformulation for MLR: We present DS-MLR,
a novel distributed stochastic optimization algorithm that can par-
tition both data as well as model parameters simultaneously (hybrid
parallel) across its workers. DS-MLR is able to perfectly partition
the workload across P workers, costing O ( ND

P ) storage for data
and O (KDP +

N
P ) for the model. As a result, DS-MLR can scale to

arbitrarily large datasets where to the best of our knowledge, many
of the existing distributed algorithms cannot be applied since they



need to either duplicate O (KD) storage (data parallel methods) or
O (ND) storage (model parallel methods) across their workers.

Asynchronous and De-centralized Implementation: To de-
ploy DS-MLR on real-world datasets, we develop a non-blocking
and asynchronous variant (DS-MLR Async), which provides further
speedups in the multi-core, multi-machine setting by interleaving
the computation and communication phases during every itera-
tion. DS-MLR avoids expensive bulk-synchronization operations by
maintaining local normalization terms on each worker and accu-
mulating them incrementally using a token-ring topology. DS-MLR
is implemented in C++ making use of intra-machine parallelism
(multi-threading using Intel TBB) as well as inter-machine paral-
lelism (using MPI).

Large-scale real world experiments: We present an exhaus-
tive empirical study running DS-MLR on real-world datasets with
varying data and model footprints, showing that DS-MLR readily
applies in all cases. In particular, to demonstrate applicability of DS-
MLR to the scenario where both data and model do not fit on a single
machine, we created a new benchmark dataset Reddit-Full that has
data and model footprints of 228 GB and 358 GB respectively.

2 RELATEDWORK
There has been a flurry of work in the past few years on developing
distributed optimization algorithms for machine learning. In this
section, we characterize some of this related work and put our
method DS-MLR in perspective.

Data Parallelism vsModel Parallelism: The classic paradigm
in distributed machine learning is to perform data partitioning, us-
ing, for instance, a map reduce style architecture [7] where data
is distributed across multiple slaves. In each iteration, the slaves
gather the parameter vector from the master, compute gradients
locally and transmit them back to the master. The L-BFGS opti-
mization algorithm [17] is typically used in the master to update
the parameters after every iteration. The main drawback of this
strategy is that the model parameters need to be replicated on every
machine. For a D dimensional problem involving K classes, this
demands O (K × D) storage. In many cases, this is too large to fit
on a single machine. An orthogonal approach is to use model par-
titioning. Here again, a master slave architecture is used, but now,
the data is replicated across each slave. The model parameters are
partitioned and distributed to each machine. During each iteration,
the model parameters on the individual machines are updated, and
some auxiliary variables are computed and distributed to the other
slaves, which use these variables in their parameter updates. See
the Log-Concavity (LC) method [11] for an example of such a strat-
egy. The main drawback of this approach, however, is that the data
needs to be replicated on each machine, and consequently it is not
applicable when the data is too large to fit on a single machine.

Distributed Stochastic Gradient Methods: Stochastic gradi-
ent descent based approaches have proven to be very fruitful since
they make frequent parameter updates and converge much more
rapidly [3]. Several algorithms for parallelizing SGD have been pro-
posed in the past such as Hogwild [18], Parallel SGD [32], DSGD [9],
FPSGD [31] and more recently, Parameter Server [14] and Petuum
[25]. Although the importance of data and model parallelism has
been recognized in Parameter Server and the Petuum framework

[25], to the best of our knowledge this has not been exploited in
their specific instantiations such as applications to multinomial
logistic regression [24]. We believe this is because [24] does not
reformulate the problem the way DS-MLR does. Several problems
in machine learning are not naturally well-suited for simultaneous
data and model parallelism, and therefore such reformulations are
essential in uncovering a suitable structure.

De-centralized vs Parameter ServerBased: Parameter Server
[14] a widely popular architecture for distributed machine learning,
makes use of two types of nodes: workers and parameter servers.
The former is used to store the partitioned data and the latter to
store the partitioned model. Workers communicate with the pa-
rameter servers and push/ pull gradient updates. Therefore, this
architecture can be leveraged for hybrid parallelism (simultaneous
data and model parallelism). [23] is one such work where parameter
servers have been used to provide simultaneous data and model
parallel formulation for binary regularized risk minimization prob-
lems. However parameter server has its own challenges: (1) There
is an added overhead in network bandwidth arising due to commu-
nication between the layers of workers and parameter servers, (2)
There is some effort required to strike the right balance between
hardware efficiency and statistical efficiency while setting up the
resource allocation (ratio of # of worker nodes to # of parameter
servers). Adding too few parameter servers could cause the model
to converge very slowly or not converge at all (poor statistical
efficiency) due to insufficient rounds of synchronization. On the
other hand, adding too many of these servers to enable frequent
model synchronization, could take hardware resources away from
the workers (poor hardware efficiency), (3) Moreover, the optimal
resource allocation of workers and parameter servers depends on
several factors such as the cluster size, hardware characteristics,
and the training data. These challenges have been explored in much
more detail in [22] with some empirical study. The work in [22] pro-
vides a motivation towards exploring de-centralized architectures
for distributed machine learning. Our proposed method DS-MLR is a
step in this direction, where at any given point of time, both data as
well as model stays truly partitioned into mutually exclusive blocks
across the workers. Parameter updates are directly exchanged across
workers, eliminating the need for any intermediate servers.

Asynchronous vs Synchronous: Parameter Server and Hog-
Wild [18] are asynchronous approaches. In Hogwild, parameter
updates are executed in parallel using different threads under the
assumption that any two serial updates are not likely to collide on
the same data point when the data is sparse. DS-MLR does not make
any such assumptions. It has both synchronous and asynchronous
variants and the latter is in the spirit of NOMAD [29].

Alternating direction method of multipliers (ADMM) [5] is an-
other popular technique to parallelize convex optimization prob-
lems. The key idea in ADMM is to reformulate the original opti-
mization problem by introducing redundant linear constraints. This
makes the new objective easily data parallel. However, ADMM suf-
fers from a similar drawback as L-BFGS when applied to multinomial
logistic regression. The number of redundant constraints that need
to be introduced are N (# data points) × K (# classes) which is a
major bottleneck to model parallelism. Moreover, the convergence
rate of ADMM for MLR is known to be slow as discussed in [11].



Log-Concavity (LC) method [11] proposed a distributed model
parallel approach to solve the multinomial logistic regression prob-
lem by linearizing the log-partition function based on its variational
form [4]. However, because their formulation is only model paral-
lel - the entire data has to be replicated across all the workers, and
a bulk-synchronization step is required per iteration to accumulate
the partial models from various machines. This is not practical for
real world applications when both the data and model sizes get
larger. Interestingly, we noticed that the objective function of the
LC method can also be recovered from the objective function of
DS-MLR (5).

Doubly-Separable formulations: Our reformulation in DS-
MLR exploits the doubly-separable [27] structure in terms of global
model parameters and some local auxiliary variables. Other doubly-
separable methods also exist such as NOMAD [29] for matrix com-
pletion and RoBiRank [28] for latent collaborative retrieval. NO-
MAD [29] is a distributed-memory, asynchronous and decentralized
algorithm and RoBiRank [28] is also a distributed-memory but syn-
chronous algorithm.

3 MULTINOMIAL LOGISTIC REGRESSION
Consider training data of the form (xi ,yi )i=1, ...,N where xi ∈ Rd
is a d-dimensional feature vector and yi ∈ {1, 2, . . . ,K } is a label
associated with it; K denotes the number of class labels. Let yik =
I (yi = k ) denote the membership of data point xi to class k . The
probability that xi belongs to class k is given by:

p (y = k |xi ) =
exp(wT

k xi )∑K
j=1 exp(w

T
j xi )
, (1)

whereW = {w1,w2, . . . ,wK } denotes the parameter vector for
each of the K classes. Using the negative log-likelihood of (1) as a
loss function, the L2-regularized objective function of MLR can be
written as:

L1 (W ) =
λ

2

K∑
k=1
∥wk ∥2 −

1
N

N∑
i=1

K∑
k=1

yikw
T
k xi (2)

+
1
N

N∑
i=1

log *.
,

K∑
k=1

exp(wT
k xi )

+/
-
,

where λ is the regularization hyper-parameter. Table 2 summarizes
these notations. Optimizing the above objective function (2) when
the number of classes K is large, is extremely challenging as com-
puting the log partition function involves summing up over a large
number of classes. In addition, it couples the class level parameters
wk together, making it difficult to distribute computation. In this
paper, we present an alternative formulation for MLR, to address
this challenge.

4 DOUBLY-SEPARABLE MULTINOMIAL
LOGISTIC REGRESSION (DS-MLR)

In this section, we present a reformulation of the MLR problem,
which is closer in spirit to dual-decomposition methods [6]. We

begin by first rewriting (2) as,

L1 (W ) =
λ

2

K∑
k=1
∥wk ∥2 −

1
N

N∑
i=1

K∑
k=1

yikw
T
k xi (3)

− 1
N

N∑
i=1

log 1∑K
k=1 exp(w

T
k xi )

,

This can be expressed as a constrained optimization problem,

L1 (W ,A) =
λ

2

K∑
k=1
∥wk ∥2 −

1
N

N∑
i=1

K∑
k=1

yikw
T
k xi −

1
N

N∑
i=1

logai ,

(4)

s.t. ai =
1∑K

k=1 exp(w
T
k xi )

, i = 1, 2, . . .N

where A = {ai }i=1, ...,N .

Observe that this resembles dual-decomposition methods of the
form:
minx,z f (x ) + д(z) s.t. Ax + Bz = c , where f and д are convex
functions. In our objective function (4), the decomposable functions
are f (W ) and д(A) respectively. Introducing Lagrange multipli-
ers, βi , i = 1, 2 . . .N , we obtain the equivalent unconstrained
minimax problem [6],

L2 (W ,A, β ) =
λ

2

K∑
k=1
∥wk ∥2 −

1
N

N∑
i=1

K∑
k=1

yikw
T
k xi −

1
N

N∑
i=1

logai

(5)

+
1
N

N∑
i=1

K∑
k=1

βi ai exp(wT
k xi ) −

1
N

N∑
i=1

βi

It is known that dual-decomposition methods can reliably find a
stationary point, therefore the solution obtained by our method is
also globally optimal. The updates for the primal variablesW , A
and dual variable β can be written as follows:

W t+1
k ← argmin

Wk

L2 (Wk ,a
t , βt ), (6)

at+1i ← argmin
ai

L2 (W
t+1
k ,ati , β

t
i ), (7)

βt+1i ← βti + ρ
*.
,
at+1i

K∑
k=1

exp
(
wT
k
t+1

xi

)
− 1+/

-
(8)

Here,W t+1
k and at+1i can be obtained by any black-box optimization

procedure, while βt+1i is updated via dual-ascent using a step-length
ρ. Intuitively, the dual-ascent update of β penalizes any violation
of the constraint in problem (4).

We make the following interesting observations in these updates:
Update for at+1i : When (7) is solved to optimality, ai admits an

exact closed-form solution given by,

ai =
1

βi
∑K
k=1 exp(w

T
k xi )

, (9)

Update for βt+1i : As a consequence of the above exact solution
for ai , the dual-ascent update for βi is no longer needed, since the
penalty is always zero during such a projection if βi is set to a



Symbol Definition
N total number of observations
D total number of dimensions
K total number of classes
x = {x1, . . . , xN }, xi ∈ RD data points
y =

{
y1, . . . ,yN

}, yi ∈ {1, 2, . . . ,K } class the data point xi belongs to (i.e. label)
W = {w1, . . . ,wK }, wk ∈ RD parameters of the model
a = {a1, . . . ,aN }, ai ∈ R auxiliary variables mapping one-one to the observations
b = {b1, . . . ,bN }, bi ∈ R auxiliary variables used to represent logai for convenience
yik = I (yi = k ) Indicator variable denoting the membership of data point xi to class k
λ regularization hyper-parameter
η learning rate hyper-parameter

Table 2: Notations for Multinomial Logistic Regression

constant equal to 1.

Update forW t+1
k : This is the only update that we need to han-

dle numerically.

L2 (W ,A) can be first written in this form,

L2 (W ,B) =
N∑
i=1

K∑
k=1

(
λ

2N ∥wk ∥2 −
1
N
yikw

T
k xi −

1
NK

bi

+
1
N

exp(wT
k xi + bi ) −

1
NK

)
(10)

wherewe denotebi = log(ai ) for convenience andB = {bi }i=1, ...,N .
The objective function is now doubly-separable [27] since,

L2 (w1, . . . ,wK ,b1, . . . ,bN ) =
N∑
i=1

K∑
k=1

fki (wk ,bi ) (11)

where

fki (wk ,bi ) =
λ

2N ∥wk ∥2 −
yikwT

k xi
N

+
exp(wT

k xi + bi )

N
− bi
NK
− 1
NK

(12)
Obtaining such a form for the objective function is key to achiev-
ing simultaneous data and model parallelism. It is worth pointing
out that such an objective function can also be derived using the
variational form for the log-partition function [4].

Stochastic Optimization: Minimizing L2 (W ,B) involves com-
puting the gradients of eqn (10) w.r.t. wk which is often computa-
tionally expensive. Instead, one can compute stochastic gradients
[19] which are computationally cheaper than the exact gradient,
and perform stochastic updates as follows:

wk ← wk − ηtK
(
λwk − yikxi + exp(wT

k xi + bi )xi
)

(13)
where ηt is the learning rate for wk in the t-th iteration.

Advantages of our reformulation of DS-MLR in eqn (10):
(1) The objective function L2 (W ,B) splits as summations over

N data points and K classes. Therefore, each term in the
stochastic updates only depends one data point i and one
class k . We exploit this to achieve simultaneous data and
model parallelism.

(2) We are able to update the variational parameters bi in closed-
form, avoiding noisy stochastic updates. This improves our
overall convergence.

(3) Our formulation lends itself nicely to an asynchronous im-
plementation. Section 5.2 describes this in more detail.

5 DISTRIBUTING THE COMPUTATION OF
DS-MLR

5.1 DS-MLR Synchronous
We first describe the distributed DS-MLR Synchronous algorithm
in Algorithm 1. The data and parameters are distributed among
the P processors as illustrated in Figure 2 where the row-blocks
and column-blocks represent data X (p ) and weightsW (p ) on each
local processor respectively. The algorithm proceeds by running T
iterations in parallel on each of the P workers arranged in a ring
network topology.

Ranking via Robust Binary Classification
Hyokun Yun1, Parameswaran Raman2, S.V.N. Vishwanathan1,2

Amazon1, University of California Santa Cruz2

What is RoBiRank?
A Robust and Scalable Ranking algorithm:

• Optimizes for quality on top of the ranking list

• Directly bounds NDCG (popular evaluation metric for ranking)

• Can be e�ciently parallelized and scales to very large datasets

• Demonstrates competitive results on both small-medium and large datasets

Robust Classification
Setup: (x1, y1), (x2, y2), . . . , (xn, yn) with xi 2 Rd and yi 2 {�1, +1}.

• Binary Classification aims to minimize the number of mistakes in the dataset:

L(!) =

nX

i=1

I(yi · hxi,!i < 0).

L(!) =

nX

i=1

�(yi · hxi,!i). (Non-robust)

When �(t) = log2 (1 + 2�t), we get logistic regression.
When �(t) = max (1 � t, 0), we get SVM.
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0-1 loss: I(· < 0)
logistic loss: �(·)

hinge loss

However, Convex objective functions are sensitive to outliers.

• Using following transformations,

⇢1(t) = log2(t + 1), ⇢2(t) := 1 � 1

log2(t + 2)
,

we can bend the loss functions to get:

L1(!) =

nX

i=1

⇢1 (�(yi · hxi,!i)) , (Robust Type I)

L2(!) =

nX

i=1

⇢2 (�(yi · hxi,!i)) . (Robust Type II)

�5�4�3�2�1 0 1 2 3 4 5

0

1

2

3

4

5

t

lo
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�(t)
�1(t) := ⇢1 (�(t))
�2(t) := ⇢2 (�(t))

–As t ! 1, Type I loss function goes to 1 at a much slower rate

–Even if t ! 1, Type II loss function does not go to 1.

–Type II loss function has stronger statistical guarantees.

–Type I loss function is easier to optimize, since its gradient does not vanish.

Learning to Rank
Notations:

• X = set of users, Y = set of items, rxy = rating user x gave to item y

•�(x, y) 2 Rd: extracted feature between x and y, ! 2 Rd: model parameter

• f!(x, y) := h�(x, y),!i: the score model assigns to item y for user x

Rank of an item y for user x can be defined as:

rank!(x, y) =
X

y02Yx,y06=y

I (f!(x, y) � f!(x, y0) < 0) .

Using this, objective function for ranking can be expressed as:

L(!) =
X

x2X

X

y2Yx

rxy

X

y02Yx,y06=y

� (f!(x, y) � f!(x, y0)) .

Discounted Cumulative Gain (DCG):

DCG(!) =
X

x2X

X

y2Yx

rxy

log2 (rank!(x, y) + 2)
,

Gain of an item degrades logarithmically based on its rank

It turns out, Maximizing DCG , Minimizing Robust version of L(!)

L2(!) =
X

x2X

X

y2Yx

rxy · ⇢2

0
@ X

y02Yx,y06=y

� (f!(x, y) � f!(x, y0))

1
A . (Robust Type II)

To avoid the vanishing gradient problem, our proposed method - RoBiRank, optimizes:

L1(!) =
X

x2X

X

y2Yx

rxy · ⇢1

0
@ X

y02Yx,y06=y

� (f!(x, y) � f!(x, y0))

1
A . (Robust Type I)

•Results on small-medium datasets:
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RoBiRank shows better performance at the top as expected

Latent Collaborative Retrieval
•When the size of the data, especially Y is large,

–Generating features �(x, y) for all x and y is challenging

–Computing
P

y02Yx,y06=y � (f!(x, y) � f!(x, y0)) is expensive

–The data usually consists of implicit feedback: rxy = 0 for most (x, y).

• To avoid the feature engineering burden, let

– user parameter: U1, U2, . . . , Un 2 Rd

– item parameter: V1, V2, . . . , Vm 2 Rd

– score: f!(x, y) := hUx, Vyi,
as in matrix factorization. The objective function becomes

X

x2X

X

y2Yx

rxy · ⇢1

0
@ X

y02Yx,y06=y

� (hUx, Vyi � hUx, Vy0i)

1
A .

• To avoid calculating the summation over Y , using the following property of ⇢1(·) ,

⇢1(t) = log2(t + 1)  � log2 ⇠ +
⇠ · (t + 1) � 1

log 2
, (for any ⇠ > 0)

we linearize the objective function:

X

x2X

X

y2Yx

rxy ·

2
64� log2 ⇠xy +

⇠xy ·
⇣P

y06=y � (hUx, Vyi � hUx, Vy0i) + 1
⌘
� 1

log 2

3
75 ,

by introducing ⇠xy for each x, y with rxy 6= 0.

• If we uniformly sample (x, y, y0) from {(x, y, y0) : rxy 6= 0}, we obtain an unbiased
estimator, which allows us to take stochastic gradient with convergence guaran-
tees.

Parallelization
• User parameters and item parameters are partitioned into multiple machines

• User parameters always stay, item parameters are exchanged after each epoch

• Within each epoch, SGD updates are taken within accessible region (Stratified SGD of
Gemula et al)
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• RoBiRank scales nicely up to 32 machines (16 cores each)
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Figure 2: P = 4 inner-epochs of distributed SGD. Eachworker
updates mutually-exclusive blocks of data and parameters
as shown by the dark colored diagonal blocks [9].

Each iteration consist of 2P inner-epochs. During the first P
inner-epochs, eachworker sends/receives its parametersW (p ) to/from
the adjacent machine and performs stochasticW (p ) updates using
the block of data X (p ) and parametersW (p ) that it owns. The sec-
ond P inner-epochs are used to pass around theW (p ) to compute
the b (p ) exactly using (9).

5.2 DS-MLR Asynchronous
The performance of DS-MLR Sync can be significantly improved

by performing computation and communication in parallel. Thanks
to the double-separable nature of our objective function (10), this
can be easily achieved by applying the NOMAD algorithm [29].
The entire DS-MLR Async algorithm is described in Algorithm 2.

The algorithm begins by distributing the data and parameters
among P workers in the same fashion as in the synchronous ver-
sion. However, here we also maintain P worker queues. Initially



Algorithm 1 DS-MLR Synchronous
1: K : # classes, P : # workers, T : total outer iterations, t : outer

iteration index, s: inner epoch index
2: W (p ) : weights per worker, b (p ) : variational parameters per

worker
3: InitializeW (p ) = 0, b (p ) = 1

K
4: for all p = 1, 2, . . . , P in parallel do
5: for all t = 1, 2, . . . ,T do
6: for all s = 1, 2, . . . , P do
7: SendW (p ) to worker on the right
8: ReceiveW (p ) from worker on the left
9: UpdateW (p ) stochastically using (13)
10: end for
11: for all s = 1, 2, . . . , P do
12: SendW (p ) to worker on the right
13: ReceiveW (p ) from worker on the left
14: Compute partial sums
15: end for
16: Update b (p ) exactly (9) using the partial sums
17: end for
18: end for

Algorithm 2 DS-MLR Asynchronous
1: K : total # classes, P : total # workers, T : total outer iterations,
W (p ) : weights per worker

2: b (p ) : variational parameters per worker, queue[P]: array of P
worker queues

3: InitializeW (p ) = 0, b (p ) = 1
K //Initialize parameters

4: for k ∈W (p ) do
5: Pick q uniformly at random
6: queue[q].push((k,wk )) //Initialize worker queues

7: end for
8: //Start P workers

9: for all p = 1, 2, . . . , P in parallel do
10: for all t = 1, 2, . . . ,T do
11: repeat
12: (k,wk ) ← queue[p].pop()
13: Update wk stochastically using (13)
14: Compute partial sums
15: Compute index of next queue to push to: q̂
16: queue[q̂].push((k,wk ))
17: until # of updates is equal to K
18: Update b (p ) exactly (9) using the partial sums
19: end for
20: end for

the parametersW (p ) are distributed uniformly at random across
the queues. The workers subsequently can run their updates in
parallel as follows: each one pops a parameter wk out the queue,
updates it stochastically and pushes it into the queue of the next
worker. Simultaneously, each worker also records the partial sum
(the local contribution of each worker towards the global normal-
ization constant ∑K

k=1 exp (w
T
k xi )) that is required for updating the

variational parameters. This process repeats until K updates have
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(a) Initial assignment ofW and
X . Each worker works only on
the diagonal active area in the
beginning.
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(b) After a worker finishes pro-
cessing column k , it sends the
corresponding item parameter
wk to another worker. Here,w2
is sent from worker 1 to 4.
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(c) Upon receipt, the column is
processed by the new worker.
Here, worker 4 cannowprocess
column 2 since it owns the col-
umn.
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(d) During the execution of the
algorithm, the ownership of
the global parameters (weight
vectors) wk changes.

Figure 3: Illustration of the communication pattern in DS-
MLRAsync algorithm. Parameter vectorwk is exchanged in
a de-centralized manner across workers without the use of
any parameter servers [14].

been made which is equivalent to saying that each worker has
updated every parameter wk . Following this, the worker updates
all its variational parameters b (p ) exactly using the partial sums
(9). For simplicity of explanation, we restricted Algorithm 2 to P
workers on a single-machine. However, in our actual implemen-
tation, there are multiple threads running on a single machine in
addition to multiple machines sharing the load across the network.
Therefore, in this setting, each worker (thread) first passes around
the parameter wk across all the threads on its machine. Once this
is completed, the parameter is tossed onto the queue of the first
thread on the next machine.

6 CONVERGENCE ANALYSIS
In this section, we present the convergence analysis of DS-MLR.
The flavor of stochasticity we use in DS-MLR is sampling without
replacement [21], which is also popularly known as Incremental Gra-
dient Descent [15], [2] and is found to converge faster2 in practice
than vanilla sampling with replacement SGD [12]. For the asynchro-
nous case, we make an additional assumption which is a sufficient
condition to characterize gradient delays. Such a condition has
been widely used to prove convergence of asynchronous SGD al-
gorithms as discussed in [30]. Theorem 1 presents the rate for the
synchronous version of DS-MLR.

Theorem 1. Suppose all ∥xi ∥ ≤ r for a constant r > 0. Let the step
size ηt in (13) decay at the rate of η0√

t
where η0 is a carefully tuned

2[2] outlines exact conditions under which Incremental Gradient Descent converges
namely: diminishing step sizes and choosing indices in a cyclic order, and re-shuffling
at the end of cycle. Our implementation of DS-MLR follows these guidelines closely.



hyper-parameter. Then, under standard assumptions of smoothness,
strong convexity, lipschitz hessian and bounded gradients,

E[∥wt,n
k −w∗k ∥2] ≤

∥w1,n
k −w∗k ∥2 +

2η20M2
η0M1−1√

t
, ∀t = {1, 2, . . . ,T }

(14)

where wt,n
k is value of parameter vector wk at outer and inner itera-

tions indexed by t and n respectively, w∗k is the optimal solution, xi
denotes the data point, M1 = nC4 and M2 = n2C5 (where constants
C4 and C5 depend on L and µ).

Proof is available in Appendix A. The key steps in our analysis
are as follows:
• First, for the t-th iteration, we introduce a random variable
Rt to absorb the effects of re-shuffling the indices within the
epoch by closely following results in [12].
• Second, to account for the delay and staleness in updates for
wk in the inner-iterations, we prove and make use of Lemma
2 to bound the staleness in ∇fi .
• Finally, we prove our main result using a proof by induction
(see Lemma 3) argument revealing the 1√

t
rate.

Remark: Our analysis can also be easily adapted to prove 1
t

rate using step-size of η0
t . However, in practice, we found η0√

t
to be

slightly more stable. Using an assumption on boundedness of the
delay, we can use of results in [30] to achieve 1√

t
rates for DS-MLR

Async for a suitable diminishing step-size sequence.

7 EXPERIMENTAL RESULTS
In our empirical study, we analyze the behavior of DS-MLR Async
by running it on several real-world datasets of varying scale. Table
3 provides a summary of their characteristics.

Hardware: All single-machine experiments were run on a clus-
ter with the configuration of two 8-core Intel Xeon-E5 processors
and 32 GB memory per node. For multi-machine multi-core, we
used Intel vLab Knights Landing (KNL) cluster with node config-
uration of Intel Xeon Phi 7250 CPU (64 cores, 200GB memory),
connected through Intel Omni-Path (OPA) Fabric.

Implementation Details: We implemented DS-MLR in C++
using MPI for communication across nodes and Intel TBB for con-
current queues and multi-threading. To make the comparison fair,
we re-implemented the LC [11] method in C++ and MPI using AL-
GLIB for inner optimization. For the L-BFGS baseline, we used the
TAO solver (from PETSc). Although, there exist numerous data and
model parallel methods, we use these as representative baselines.

Reproducibility: The hyper-parameter values and node config-
uration used in our experiments are in Table 3. Code and scripts
required for reproducing the experiments are readily available for
download from https://bitbucket.org/params/dsmlr. The repository
includes instructions to compile and run the code and scripts to
launch the jobs on a HPC cluster with similar capability as ours.

7.1 Comparison with other methods
7.1.1 SMALL SCALE DATASETS.
CLEF, NEWS20, LSHTC1-small: For this experiment, we com-
pare DS-MLR, L-BFGS and the LC methods on small scale datasets

which can easily fit in the memory of a single machine and therefore
require no parallelism. In such scenarios, a second order methods
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Figure 4: Data and Model both fit in memory. In each plot,
P=N×M×T denotes that there are N nodes each running M
mpi tasks, with T threads each. λ and η refer to regulariza-
tion and learning-rate.

such as L-BFGS are theoretically expected to out-perform stochastic
methods due their superior quadratic convergence rates. In our ex-
periments, we observed that it is indeed the case. When comparing
DS-MLR against LC (which is our model parallel baseline method)
we found that DS-MLR consistently shows a faster decrease in
objective value compared to LC on all three datasets: NEWS20,
LSHTC1-small and CLEF. LC stalls towards the end and progresses
very slowly as seen in the plots. Figure 4 shows the progress of
objective function as a function of time for DS-MLR, L-BFGS and
LC on the three datasets.

7.1.2 LARGE SCALE DATASETS.
LSHTC1-large: L-BFGS requires all its parameters to fit on one
machine and is therefore not suited for model parallelism (even
a modest dataset such as LSHTC1-large requires ≈ 4.2 billion pa-
rameters or ≈ 34GB). Thus, parallelizing L-BFGS would involve
duplicating 34 GB of parameters across all its processors. We ran
both DS-MLR and LC using 48 workers. Figure 1b (left) shows how
the objective function changes vs time for DS-MLR and LC. As can
be seen, DS-MLR out performs LC by a wide-margin despite the
advantage LC has by duplicating data across all its processors.

ODP: We ran DS-MLR on ODP dataset 3 which has a huge model
parameter size of 355 GB. For this experiment we used 20 nodes ×
1 mpi task × 260 threads. The progress in decreasing the objective
function value is shown in Figure 1b (center). LC method being a
second-order method has a very high per-iteration cost and it takes
an enormous amount of time to finish even a single iteration.

YouTube8M-Video: This dataset was created by pre-processing
the publicly available dataset of youtube video embeddings 4 into
3https://github.com/JohnLangford/vowpal_wabbit/tree/master/demo/recall_tree/
odp
4https://research.google.com/youtube8m/

https://bitbucket.org/params/dsmlr
https://github.com/JohnLangford/vowpal_wabbit/tree/master/demo/recall_tree/odp
https://github.com/JohnLangford/vowpal_wabbit/tree/master/demo/recall_tree/odp
https://research.google.com/youtube8m/


Dataset # instances # features #classes data (train + test) parameters sparsity (% nnz) Node configuration Hyper-parameter values
CLEF 10,000 80 63 9.6 MB + 988 KB 40 KB 100 P=1×1×1 λ = 0.001, η = 1e2

NEWS20 11,260 53,975 20 21 MB + 14 MB 9.79 MB 0.21 P=1×1×1 λ = 8.881e − 05, η = 1e4
LSHTC1-small 4,463 51,033 1,139 11 MB + 4 MB 465 MB 0.29 P=1×1×1 λ = 2.2406e − 07, η = 1e4
LSHTC1-large 93,805 347,256 12,294 258 MB + 98 MB 34 GB 0.049 P=4×1×12 λ = 1e − 7, η = 20e4

ODP 1,084,404 422,712 105,034 3.8 GB + 1.8 GB 355 GB 0.0533 P=20×1×260 λ = 9.221e − 7, η = 1e5
YouTube8M-Video 4,902,565 1,152 4,716 59 GB + 17 GB 43 MB 100 P=4×1×260 λ = 2.039e − 7, η = 1e5

Reddit-Small 52,883,089 1,348,182 33,225 40 GB + 18 GB 358 GB 0.0036 P=20×1×260 λ = 1e − 19, η = 5e10
Reddit-Full 211,532,359 1,348,182 33,225 159 GB + 69 GB 358 GB 0.0036 P=40×1×250 λ = 1e − 19, η = 4e10

Table 3: Characteristics of the datasets used and experimental settings (P = N ×M × T denotes N nodes each running M mpi
tasks, with T threads each)

a multi-class classification dataset consisting of 4,716 classes and
1,152 features. Since it was created from features derived from
embeddings, it is a dense dataset. We used the configuration of 4

0 1 2 3
·105

0

20

40

60

time (secs)

ob
je
ct
iv
e

Youtube-Video dataset: P=4×1×260, λ = 2.039e − 7, η = 1e5

DS-MLR

(a) Data does not fit and
Model fits.

0 2 4 6 8
·105

10

10.5

11

11.5

time (secs)

ob
je
ct
iv
e

Reddit-Small dataset: P=20×1×260, λ = 1e − 19, η = 5e10

DS-MLR

(b) Data does not fit and
Model does not fit.

Figure 5

nodes × 1 mpi tasks × 260 threads to run DS-MLR on this dataset
and we observed a fast convergence as shown in Figure 5a. This
is likely because DS-MLR being non-blocking and asynchronous
in nature runs at its peak performance on a dense dataset such
as YouTube8M-Video, since the number of non-zeros in the data
remains uniform across all its workers.

Reddit datasets: In this sub-section, we demonstrate the ca-
pability of DS-MLR to solve a multi-class classification problem
of massive scale, on a new benchmark dataset RedditFull which
we created out of 1.7 billion reddit user comments spanning the
period 2007-2015. Our aim is to classify a particular reddit comment
into a suitable sub-reddit. The data and model parameters occupy
228 GB and 358 GB respectively. Therefore, both L-BFGS and LC
cannot be applied here. We also created a smaller subset of this
dataset Reddit-Small by sub-sampling around 50 million data points.
The result of running DS-MLR on these two datasets are shown in
Figure 5b and Figure 1b (right) respectively.

7.2 Predictive performance of DS-MLR
In this section, we plot the cumulative distribution function (CDF)
of ranks of test labels. This is a proxy for the precision@k curve
and gives a more closer indication of the predictive performance
of a multinomial classification algorithm. In Figure 6, we plot the
precision obtained after the first 5 iterations (denoted by dashed
lines), and after the end of optimization (denoted by solid lines).
As seen, DS-MLR performs competitively well compared to other

methods in all datasets, and in general tends to give a good accuracy
within the first 5 iterations. Using roughly 1

4 top-k classes was enough
to get a predictive performance of around 95% in all datasets.

0 10 20 30 40 50 600.9

0.92

0.94

0.96

0.98

1

K (number of classes)
CD

F
of

ra
nk

di
st
rib

ut
io
n

CLEF dataset

DS-MLR iter 5
DS-MLR end
L-BFGS iter 5
L-BFGS end
LC iter 5
LC end

0 5 10 15 200.85

0.9

0.95

1

K (number of classes)

CD
F
of

ra
nk

di
st
rib

ut
io
n

NEWS20 dataset

DS-MLR iter 5
DS-MLR end
L-BFGS iter 5
L-BFGS end
LC iter 5
LC end

0 200 400 600 800 1,000 1,200

0.4

0.6

0.8

1

K (number of classes)

CD
F
of

ra
nk

di
st
rib

ut
io
n

LSHTC1-small dataset

DS-MLR iter 5
DS-MLR end
L-BFGS iter 5
L-BFGS end
LC iter 5
LC end

Figure 6: Cumulative distribution function (CDF) of predic-
tive ranks of the test labels for three sample datasets. DS-
MLR performs competitively well within the first 5 itera-
tions. Using roughly 1

4 top-k classes was enough to get a pre-
dictive performance of around 95% in all datasets.

7.3 Scaling behavior of DS-MLR
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Figure 7: Scalability analysis of DS-MLR on YouTube8M-
Video dataset: Change in objective function and test f1-score
vs computation time varying the # of workers (machines).

In Figures 7 and 8, we analyze the scaling behavior of DS-MLR un-
der the settings of multi-machine and multi-thread parallelism. We
picked a dataset for each of these scenarios: YouTube8M-Video and
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Figure 8: Scalability analysis of DS-MLR on LSHTC1-large
dataset - Change in objective function and test f1-scores vs
computation time varying the # of workers (threads).

LSHTC1-large respectively. We plot the rate of change in objective
function as well as the f-score as the number of workers (# machines
× # cores × # threads) is varied. For YouTube8M-Video dataset, we
vary the number of machines as 1, 2, 4, 8, 16. For LSHTC1-large,
DS-MLR can handle this dataset on a single machine, therefore,
we simply vary the number of threads on a single machine (as a
single mpi task) as 1, 2, 4, 8, 16, 20. In an ideal scenario with linear
scaling, we would expect all the figures to overlap with each other.
From the plot we observe that multi-thread behavior is pretty close
to the ideal behavior while in multi-machine case there is some
slowdown with 8 and 10 workers. This is most likely due to the
communication and network overheads in the cluster.

8 CONCLUSION
In this paper, we present a novel distributed stochastic optimiza-
tion algorithm DS-MLR to solve multinomial logistic regression
problems having large number of examples and classes. By exploit-
ing double-separability, we present a reformulation that is hybrid
parallel (both data and model parallel simultaneously). DS-MLR is
able to perfectly partition the workload across P workers, costing
O ( ND

P ) storage for data andO (KDP +
N
P ) for the model. As a result,

DS-MLR can scale to arbitrarily large datasets. DS-MLR is fully
de-centralized unlike the parameter-server architecture. Parameter
updates are directly exchanged asynchronously across workers,
eliminating the need for any intermediate servers. We provide em-
pirical results showing DS-MLR applies to all regimes of distributed
machine learning, especially the case where both data and model
sizes exceed the memory capacity of a single machine. To show this,
we created a benchmark dataset (Reddit-Full) to run extreme multi-
class classification with 228 GB data and 358 GB parameters. Future
directions of work include topics such as extreme multi-label clas-
sification [1], [13] and log-linear parameterization for undirected
graphical models which exhibit similar computational challenges.
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A DETAILS OF THE ANALYSIS AND PROOF
OF THEOREM 1

In DS-MLR, for each epoch t ∈ {1, . . . ,T }, where T is the total
number of iterations, the algorithm performs the following In-
cremental Gradient Descent steps: (a) Re-shuffle the indices of the
data points {x}ni=1, (b) Cyclically scan the index-set picking each
data point xi and make stochastic gradient updates for wk using
(xi ,wk ) ∀k ∈ {1, . . . ,K }.

Since in Algorithm 1, bi is updated in closed-form using (9), we
can optimize B out from F (W ,B), thereby working with F (W ).

F (W ) = F (w1, . . . ,wK ) =
N∑
i=1

K∑
k=1

fki (wk ) =
1
n

n∑
i=1

fi (W ) (15)

where fi (W ) = λ
2 ∥W ∥2 −wT

yi xi + log
∑K
k=1 exp(w

T
k xi ). Clearly, fi

has the variational representation,

fi (W ) =
λ

2 ∥W ∥
2 −wT

yi xi + min
ai ∈R



−bi +

K∑
k=1

exp
(
wT
k xi + bi

)

− 1

(16)
Modeling the effects of re-shuffling indices per epoch:

Let us assume a permutation function σt (·): [n]→ [n], that pro-
duces a permutation of the indices of the data points {xi }ni=1 at the
beginning of every epoch t . The update for wk can be then written
as follows:

wt,m
k = wt,m−1

k − ηt∇fσt (m)

(
wt,m−1
k

)
(17)

for 1 ≤ m ≤ n. Here wt,m
k represents them-th iterate within the

t-th epoch. ηt is the step-size per epoch which is decayed as per
the rule: ηt = η0√

t
, after choosing a carefully tuned value for η0. We

define a random variable Rt to capture the gradient error due to
the random re-shuffling of indices every epoch. Rt is defined as,

Rt =
n∑
i=1
∇fσt (i )

(
wt,i−1
k

)
−

n∑
i=1
∇fσt (i )

(
wt,0
k

)
(18)

Modeling staleness in incremental gradient updates:
We are not able to make increment gradient updates using the
optimal wt,n

k for the inner-iterations {1, 2, . . . ,n} as they remain
stale during the inner-iterations. As a result of this, the variational
parameter bi calculated are also stale. This could affect the conver-
gence and needs to be factored into the analysis. Lemma 2 shows
that despite the staleness, the incremental gradient computed in
these n inner-iterations atwt,n

k is not too far from the true gradient
at wt

k .

Lemma 2. Denote the approximate gradient of fσ (i ) evaluated at
wt,n
k based on bti as

G̃t
k = (g̃1, . . . , g̃K ), (19)

where g̃c = λwt
k,c − [yi = c]xi + exp(xTi wt

k,c + a
t
i )xi .

Then G̃
t
k − ∇fi (wt

k )
 ≤ r

K
w

t,n
k −wt

k
.

Proof. Unfolding the term bti ,

g̃c − ∂

∂wc
fi (w

t
k ) =

*.
,

exp(xTi w
t
k,c )∑K

c=1 exp(x
T
i w

t
c )
−

exp(xTi w
t
k,c )∑K

c=1 exp(x
T
i w

t
k,c )

+/
-
xi

Therefore

G̃ − ∇fi (w
t
k )

 ≤ r
√
K

�������

1∑K
c=1 exp(x

T
i w

t
c )
− 1∑K

c=1 exp(x
T
i w

t
k,c )

�������
So it suffices to upper bound the gradient of 1/∑K

c=1 exp(x
T
i wc ).

Since xi and wc are bounded, exp(xTi wc ) is lower bounded by a
positive universal constant 5. Now,


∇w 1∑K

c=1 exp(x
T
i wc )


=

1
(
∑K
c=1 exp(x

T
i wc ))2

(exp(x
T
i w1)xi , . . . , exp(xTi wK )xi )



≤
√
K

K2 r

□

Next, we bound some quantities that will prove to be useful later.
∇fi (w ) ≤ B by assumption of bounded gradient Without loss
of generality, suppose fk is used for update at step k . Then wt

k
is subtracted by ηt

N (λwt
k − xk ⊗ e′yk + G̃

t
k ), where ⊗ is Kroneker

product and ec is a canonical vector. As long as ηt ≤ 1
λ , we can

recursively apply Lemma 2 and derive bounds

w
t
k −wt  ≤

k

N
ηt r , (20)

∇fk (w
t
k ) − G̃t

k
 ≤ ηt r , (21)

G̃
t
k

 ≤ r , (22)

for all k .
Deriving the main result:

For one epoch, we have the following inequality,

∥wt,n
k −w∗k ∥2

= ∥wt,0
k −w∗k ∥2 − 2ηt

〈
wt,0
k −w∗k ,

n∑
i=1
∇fσt (i )

(
wt,i−1
k

)〉

+ η2t



n∑
i=1
∇fσt (i )

(
wt,i−1
k

)

2
(23)

= ∥wt,0
k −w∗k ∥2 − 2ηt

〈
wt,0
k −w∗k ,n∇F

(
wt,0
k

)〉︸                                ︷︷                                ︸
− 2ηt

〈
wt,0
k −w∗k ,Rt

〉
+ η2t

n∇F
(
wt,0
k

)
+ Rt 

2 (24)

≤ ∥wt,0
k −w∗k ∥2 − 2nηt

(
Lµ

L + µ
∥wt,0

k −w∗k ∥2 +
1

L + µ
∥∇F

(
wt,0
k

)
∥2

)
︸                                                             ︷︷                                                             ︸

− 2ηt
〈
wt,0
k −w∗k ,Rt

〉
+ 2n2η2t ∥∇F

(
wt,0
k

)
∥2 + 2η2t ∥Rt ∥2 (25)

=

(
1 − 2nηt Lµ

L + µ

)
∥wt,0

k −w∗k ∥2 −
(
2nηt
L + µ

− 2n2η2t
)
∥∇F

(
wt,0
k

)
∥2

− 2
〈
wt,0
k −w∗k ,Rt

〉
+ 2η2t ∥Rt ∥2 (26)

where the inequality is due to Theorem 2.1.11 in [16].

5If one is really meticulous and notes that ∥w ∥2 ≤ 2λ logK which does involve K ,
one should be appeased that exp(

√
logK ) is o (Kα ) for any α > 0.



Take the expectation of (26) over permutation σt (·), we get:
E[∥wt,n

k −w∗k ∥2]

≤
(
1 − 2nηt Lµ

L + µ

)
∥wt,0

k −w∗k ∥2 −
(
2nηt
L + µ

− 2n2η2t
)
∥∇F

(
wt,0
k

)
∥2

− 2
〈
wt,0
k −w∗k ,E[Rt ]

〉︸                     ︷︷                     ︸
T1

+ 2η2tE[∥Rt ∥2]︸         ︷︷         ︸
T2

(27)

Terms T1 and T2 which involve Rt capture the random effects.
To bound them, we make use of Lemma 1 and Lemma 3 presented
in [12] and obtain higher-order powers of ηt as O (η3t ), O (η4t ), and
O (η5t ). Following these steps, the expectation in (27) can be written
as,
E[∥wt,n

k −w∗k ∥2]

≤
(
1 − 2nηt Lµ

L + µ

)
∥wt,0

k −w∗k ∥2 +
(
2n2η2t −

2nηt
L + µ

)
∥∇F

(
wt,0
k

)
∥2

+ η3tnC1 + η
5
tn

5C2 + η
4
tn

4C3 (28)

where C1 = 2
µ L

2B2, C2 = 2
µ L

4B2, C3 = 1
2L

2B2.
Using (22) to bound ∥∇F

(
wt,0
k

)
∥2 and using constants C4 =

2Lµ
L+µ , C5 = 2r2 and C6 = 2r 2

L+µ , we simplify (28) as:

E[∥wt,n
k −w∗k ∥2] ≤

(
1 − ηtnC4

)
∥wt,0

k −w∗k ∥2 + η2tn2C5 − ηtnC6

+ η3tnC1 + η
5
tn

5C2 + η
4
tn

4C3 (29)
The term involvingC6 can be dropped to maintain the inequality,

since nC6 > 0. Since ηt is monotonically decreasing, we can ignore
the higher-order terms and further simplify the expectation as:

E[∥wt,n
k −w∗k ∥2] ≤

(
1 − ηtnC4

)
∥wt,0

k −w∗k ∥2 + η2tn2C5 (30)

For simplicity, we denoteM1 = nC4 andM2 = n2C5. In addition,
let Et =

√
t E[∥wt,n

k −w∗k ∥2]. Also note that, the iterate during the
first inner-iteration of t-th epoch wt,0

k is the same as the iterate
during the last inner-iteration of the (t − 1)-th epochwt−1,n

k . Using
these, (30) can be written in the form of a recursive inequality,

Et+1√
t + 1

≤ (1 − ηtM1)
Et√
t
+ η2tM2 (31)

=

(
1 − η0√

t
M1

)
Et√
t
+
η20
t
M2 (32)

Multiplying both sides by
√
t + 1,

Et+1 ≤
(
1 − η0√

t
M1

) √
t + 1√
t

Et +

√
t + 1
t

η20M2 (33)

We now state the following inequalities which we will use to
further simplify the bound in (33),

√
t + 1√
t
≤
√
t + 1√
t

∀t > 0, (34)
√
t + 1
t

≤ 2√
t

∀t > 0, (35)
√
t + 1√
t
≥ 1 ∀t > 0 (36)

Using (34) and (35), the recursive expectation in (33) becomes,

Et+1 ≤
(
1 − η0√

t
M1

) √
t + 1√
t

Et +
2√
t
η20M2 (37)

=

(√
t + 1√
t
−
√
t + 1√
t

η0√
t
M1

)
Et +

2√
t
η20M2 (38)

≤
(√

t + 1√
t
− η0√

t
M1

)
Et +

2√
t
η20M2 (39)

where the last inequality uses (36). Assuming η0M1 > 1, we get

Et+1 ≤
(
1 − η0M1 − 1√

t

)
Et +

2√
t
η20M2 (40)

We now apply the following Lemma 3 to (40) which finally leads
to the main result presented in Theorem 1. Lemma 3 is proved by
proof of induction.

Lemma 3. With Et =
√
t E[∥wt,n

k − w∗k ∥2], M1 = nC4 and
M2 = n2C5 (where constants C4 and C5 depend on L and µ), we can
bound the expectation for t-th iteration relative to the first iteration
as follows,

Et ≤ E1 +
2η20M2

η0M1 − 1 (41)

Proof. (40) can be written as,

Et+1 ≤
(
1 − η0M1 − 1√

t

)
Et +

2√
t
η20M2 (42)

≤
(
1 − η0M1 − 1√

t

)
*
,
E1 +

2η20M2
η0M1 − 1

+
-
+

2√
t
η20M2 (43)

≤
(
1 − η0M1 − 1√

t

)
E1 +

2η20M2
η0M1 − 1 −

*
,

η0M1 − 1√
t

· 2η20M2
η0M1 − 1

+
-
+
2η20M2√

t
(44)

=

(
1 − η0M1 − 1√

t

)
E1 +

2η20M2
η0M1 − 1 ≤ E1 +

2η20M2
η0M1 − 1 (45)

□
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